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RefineNet: Refining Object Detectors for
Autonomous Driving
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Abstract—Highly accurate, camera-based object detection is an
essential component of autonomous navigation and assistive tech-
nologies. In particular, for on-road applications, localization qual-
ity of objects in the image plane is important for accurate dis-
tance estimation, safe trajectory prediction, and motion planning.
In this paper, wemathematically formulate and study a strategy
for improving object localization with a deep convolutional neural
network. An iterative region-of-interest pooling framework is pro-
posed for predicting increasingly tight object boxes and addressing
limitations in current state-of-the-art deep detection models. The
method is shown to significantly improve the performance on a va-
riety of datasets, scene settings, and camera perspectives, produc-
ing high-quality object boxes at a minor additional computational
expense. Specifically, the architecture achieves impressive gains in
performance (up to 6% improvement in detection accuracy) at fast
run-time speed (0.22 s per frame on 1242 × 375 sized images).
The iterative refinement is shown to impact subsequent vision tasks,
such as object tracking in the image plane and in ground plane.

Index Terms—Autonomous driving, convolutional networks,
fast detection, multi-perspective vision, object detection, proposal
refinement, surround behavior analysis, vehicle detection and
tracking.

I. INTRODUCTION

OBJECT detection from a camera is a long studied prob-
lem in computer vision and intelligent vehicles [1], [2].

For on-road, safety-critical applications, accurate localization
is key as it allows understanding of the surround for planning
around obstacles. Recent progress in vision-based object de-
tection technologies have significantly advanced state-of-the-
art, but several issues are still left unresolved [3]. Specifically
for on-road settings, there is a need to not just robustly detect
objects under a diversity of settings, including variable occlu-
sion, size, truncation, illumination, orientation and scene com-
plexity, but also accurately localize them with a high degree of
accuracy. Furthermore, computational resources and run-time
speed play a critical role for many applications, including au-
tonomous driving. To that end, we propose and analyze the role
of a refinement module for region-based object detection mod-
els. The module results in significantly better object localization
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Fig. 1. This paper studies an iterative refinement process (RefineNet) in order
to improve the quality of a deep learning-based object detector. The technique
makes use of the already extracted CNN features and improves the localization
accuracy of the detection boxes at a marginal increase in computation cost. In
the image, orange, yellow and color represents bounding boxes at iterations 1,
2 and 3 respectively.

without any modification to the training of the detector, and little
impact on the computational cost during testing.

Consider a scenario where an autonomous vehicle has to ma-
neuver around other on-road occupants (i.e. vehicles, pedestri-
ans, cyclists, etc.), as in Fig. 1. This task involves understanding
of the 3D world around the vehicle, detecting the boundaries
of objects (to avoid collision), and predicting surround agent
behavior. Hence, given an image of the scene, a critical vision
task is to detect and accurately localize objects. The reason
for this is twofold. First, missing a part of a pedestrian or a
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vehicle could be a matter of life and death. Second, non-tight
boundaries could result in sub-optimal performance in subse-
quent tasks, including object segmentation, classification, 3D
localization, orientation estimation, object tracking, surround
behavior recognition, and up to planning and decision making.
Therefore, the task of localization is of high importance, in par-
ticular for the intelligent vehicle. Furthermore, achieving it at
low computational cost is desirable. We formulate localization
within an iterative framework, such that detection boxes become
increasingly until convergence. By using the proposed method,
we are able to show significant detection and localization im-
provement for a vehicle detection task in a variety of driving
settings. Because the developed approach is general, it is appli-
cable to many state-of-the-art object detectors. Furthermore, it
comes at no additional training time cost or memory cost, and
minimal impact on test-time speed.

Visual image analysis often incorporates a deep convolution
neural network (CNN), whether for classification [4]–[6], ob-
ject detection [7]–[10], and semantic segmentation [11]–[14].
Specifically for object detection, state-of-the-art approaches
employ an attention mechanism in the form of a region proposal
step, as proposed in R-CNN [7] (Regions CNN). The features
within the regions are then classified into an object class, and
regressed for encompassing bounding box parameters. Subse-
quent innovations [8], [9] to the R-CNN framework worked to
join its independent modules into a joint, end-to-end framework,
and decreasing its run-time speed. In this work, we employ a fast
detection network and achieve significant improvement by per-
forming iterative bounding box refinement (as shown in Fig. 1).
The studied approach is mathematically formulated on top of
R-CNN, and is complementary to most improvements intro-
duced into R-CNN in state-of-the-art detectors (including im-
proved proposals [15], deeper networks [5], or better multi-scale
handling [16]). Each iteration in the proposed iterative localiza-
tion framework provides the region of interest (ROI) pooling
layer a region closer to the ground truth object to pool features
from. This improves classification and localization accuracy,
while also providing an interesting framework in which to ana-
lyze the R-CNN technique and its shortfalls. We also analyze the
iterative refinement framework which we term RefineNet exten-
sively, from hyper-parameter settings and convergence and up
to generalization across datasets. Specifically, the contributions
presented in this paper are as follows.

A. Contributions

1) Localization refinement framework: We develop a general
detection framework which provides iterative refinement
of the output of a deep detection network. The general in-
sight that better localized regions leads to better bounding
box regression (preliminarily presented by us in [17]) is
analyzed on two types of driving settings, urban European
(KITTI [18]) and a multi-view highway dataset [19], [20],
showing significant impact on performance.

2) Mathematical motivation: The mathematics of region
proposal-based detection methods naturally motivates an
iterative refinement module which is utilized in this work.

This general idea can be incorporated into any detection
network, with Faster R-CNN [9] used in this work. Under
an iterative framework viewpoint, analysis of convergence
is interesting (shown to occur within 3 iterations). While
most state-of-the-art deep object detection frameworks
employ Fast R-CNN [8] or Faster R-CNN [9] with either
better proposals [15], deeper network designs [5], or novel
loss functions [21], the idea of iterative refinement using
a fixed network structure for better performance has not
been studied in related research.

3) Experimental analysis: A set of novel experiments not
performed in [17] demonstrates generalization across
settings, datasets, and camera perspectives. Furthermore,
we analyze for perspective sensitivity, impact of hyper-
parameters (such as number of object proposals) on
performance and run-time speed, and 2D/3D tracking and
localization. Up to 6% improvement in detection accuracy
is observed on the challenging KITTI benchmark [18]
(German/Urban driving settings) and a multi-perspective
US highway dataset captured by our lab [19], [20]. As ac-
curate localization is essential for better understanding of
surround activities [19], [22] and safe trajectory planning
in on-road settings [23], refinement is especially crucial
for camera-based on-road, autonomous driving settings.

4) Run-time speed: RefineNet allows employing a network
with less parameters but still achieve high accuracy. For
instance, on the KITTI object detection benchmark [18],
RefineNet with a smaller network (ZF Net [24]) achieves
comparable results in terms of detection performance to
using the Faster R-CNN baseline, but with a bigger net-
work (VGG16 [5]), while running nearly an order of mag-
nitude faster than Faster R-CNN with VGG16 making it
one of the fastest detectors on the benchmark.

II. RELATED RESEARCH STUDIES

Recent progress in object detection can be attributed to the
ability of deep convolutional neural network to learn discrimina-
tive features across wide variation in object appearance. In [25],
bounding box for object is treated as a regression problem on top
of prefixed object masks. R-CNN [7] first minimizes the search
space from millions of windows to a few thousand probable
windows (using selective search [26]) and then extracts CNN
features from each window using a model that is fine tuned on a
particular dataset. This high dimensional feature is then passed
on to a support vector machine for classification and regression
to correct the bounding box. Fast R-CNN [8] builds on top of
R-CNN to improve the computational efficiency by introduc-
ing ROI pooling layer to extract features by sampling from this
layer. Faster R-CNN [9] further improves the computational ef-
ficiency by introducing a proposal regression layer to perform
object detection with a single pass. 3DOP [15] provides a new
proposal generation mechanism using depth information which
when used along with Fast-RCNN produces state-of-the art re-
sults. Depth can also be used as a cue in the detection model,
as in [27]. MSS [28] employs an improved localization model
over multi-scale conv5 features. Detection models are learned
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Fig. 2. An overview of the approach studied in this paper. A pretrained network which is fine-tuned on an object detection dataset is used to extract convolutional
feature map (C5 ). Using these features, proposal boxes are generated with Faster R-CNN framework, followed by classification and bounding box regression
(iteration 1, generating detection boxes D1 and detection scores S1 ). Successive iterations i involves refining the detection boxes Di by using detections from
previous iterations i.e. Di−1 as proposal boxes for constructing the ROI pooled features.

for each image scale to better capture object variation due to
scale. SDP [16] extends the Fast R-CNN idea by introducing
ROI pooling layer at multiple conv layers to improve detection
of small objects and also apply the cascaded rejection classifier
technique to quickly reject proposals with low confidence.

Prior to CNN making headway into object detection, De-
formable Parts Model (DPM) [29] was the gold standard for
years. The key idea introduced in DPM was to formulate an
object as a root template with a fixed number of associated parts
whose position is flexible relative to the root template. Similarly,
Regionlets [30] introduces appearance flexibility but in the fea-
ture space. It operates by minimizing the search space to a few
thousand windows (using selective search [26]), extracting fea-
tures from a fixed number of regions inside these windows, and
then pooling them to establish invariance to localization, scale
and aspect ratio. Next, the detected objects are re-localized us-
ing a localization model. SubCat [31] introduces modifications
on top of the detector. Here, objects are sub-categorized into
a fixed number of clusters based on geometric features such
as height, width, aspect ratio, occlusion etc. and other image
features. Then, a separate model is trained for each of these
clusters. Along with improving detector accuracy, SubCat also
estimated vehicle orientation.

It is possible to draw some similarities between RefineNet
and recurrent neural network (RNN) or auto-context work such
as [32]–[34]. While RefineNet generalizes R-CNN as a first
stage in an iterative framework without recurrence and for lo-
calization purposes, the aforementioned approaches do not iter-
ate pooling of the CNN features in each ROI and do not study
such as framework for improved object localization for on-road
data.

III. REFINENET

Most related research studies improve upon R-CNN by opti-
mizing one of its modules, from region proposals, to the type of
network used. On the other hand, the proposed iterative frame-
work generalizes R-CNN into a framework which reveals more
about the lacking of the components in R-CNN. Specifically,
the ROI pooling layer, and the bounding box classification and
regression modules (shown in Fig. 2) are sensitive to the original
proposed ROI. By iterating over ROI pooling and box regres-
sion, we provide the system with a mechanism to increasingly
correct itself and any shortcomings in the sub-modules. Hence,
the approach is named RefineNet. Although the idea is general,
in this work we employ the current state-of-the-art object detec-
tor of Faster R-CNN [9] to demonstrate performance gains.

In supervised CNN frameworks, the objective is to train a
network F that predicts an output ŷ, given an input x (i.e. an
image),

ŷ = F (x) (1)

In this notation, F is an embedding of all of the parameters
and operations of the network layers.

Most modern detectors employ Fast R-CNN [8]. In this frame-
work, convolutional feature maps are first extracted from a
given image. If the image dimensions are H × W , the method
employes a CNN (ZF [24], AlexNet [4], or VGG16 [5]) to
extract convolutional features (conv5) of dimensions �H

16 � ×
�W

16 � × 256. Next, proposal boxes are generated and projected
to this convolutional feature space for re-sampling to a fixed
size (6 × 6 × 256 for ZF network). This is followed by further
pooling, 3 cascaded fully connected layers, and final bounding
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box regression and class score. Faster R-CNN [9] introduces a
region proposal network (RPN) for a unified, end-to-end net-
work for object detection. Before the introduction of the RPN,
the region proposal mechanism was kept as a separate module
during training and testing. The RPN in [9] employs the conv5
features and applies a filter of size 3 × 3 followed by two 1 × 1
convolutional filters for generating proposal boxes and object-
ness scores at each spatial location. At each spatial location,
multiple proposals can be generated using anchor boxes. These
anchor boxes can be setup at multiple scales and aspect ratio
and serves as reference for regression.

Regardless of the exact region proposal mechanism, a key
insight in the R-CNN-based frameworks is the additional ROI
parameters, D, so that the prediction function becomes

ŷ = F (x,D) (2)

We note that the label space is now both a class prediction and
a 4D bounding box, ŷ = {ŷc , ŷD}. The parameter D ∈ RM ×4

specifies M boxes in the image plane and is introduced for de-
tection and localization applications (as opposed to the classifi-
cation only case in (1)). Although current state-of-the-art object
detectors all employ a region proposal and pooling mechanism,
several potential questions have not been well studied in liter-
ature, in particular the impact of a poorly localized D on the
output of the fully connected layers and output quality. Further-
more, yD is obtained using a bounding-box regression module,
and its ability to recover from poorly localized regions D also
requires analysis.

Motivated by such potential issues, we introduce a generaliza-
tion of R-CNN with an iterative framework. Since ŷD has under-
gone bounding-box regression, yD is generally better localized
then the input proposal ROIs, D. We then re-feed yD to analyze
for further gains, and define ŷ2 = F (x, yD ) := F (x,D1). In
general, the process can be applied iteratively,

ŷN +1 = F (x,DN ) (3)

where we note that the N = 1 case is the baseline R-CNN
technique. Throughout the iterations, the D parameter changes
from the RPN output in N = 1, and previous R-CNN regres-
sion outputs at N > 1, until the regression module provides
no additional refinement benefit. This formulation allows us to
analyze the properties of the bounding box regression module
in F .

A benefit of the proposed approach is that its general nature
allows us to study it with any region-based object detection
method. In this work we utilize the state-of-the-art Faster R-
CNN detection scheme. RefineNet follows the training scheme
of the underlying detection scheme, but iterates over the ROI-
pooling, fully-connected, and output layers in test time. First,
a pass-forward through the network generates the conv5 fea-
ture activations which are stored in memory. The RPN in
Faster R-CNN generates detection boxes, D1 . Successive it-
erations i use the same conv5 features, but detection boxes from
previous iterations i.e Di−1 as proposal boxes input to the
ROI pooling stage of Fast R-CNN. Throughout this process,
we find that the overlap with the ground truth target boxes
increases, so that features obtained by the ROI-pooling layer

and fully connected layers become more representative of the
true object class and its location. Hence, not just localization
gets improved, but also the class scoring. RefineNet allows
for recursively improving the classification score and also the
localization accuracy. As will be shown in the next section,
this process results in significant improvement on a variety of
dataset settings and camera perspectives, and is crucial for ap-
plications requiring high localization accuracy of objects (as
opposed to generic object detection which is often the settings
in which these networks are tested). Furthermore, the formu-
lation provides insights into possible shortfalls in the R-CNN
architecture, and propose to resolve it by iterative refinement.
The refinement can also be thought of as an attention mech-
anism which allows the network to better handle challenging
cases.

During training, we follow [9] to first train the RPN network
initialized with model pre-trained on ImageNet [35] dataset.
On KITTI we employ ignore regions during the training of
the networks. Specifically, an anchor box generated using the
RPN network is ignored if it overlaps (intersection over union-
IoU) by more than 0.6 with an ignore region. Foreground boxes
are required to have atleast 0.5 IoU overlap with a ground
truth box, and an IoU of less than 0.3 for background boxes.
As the main modification is the test time refinement proce-
dure, we employ the standard multi-task loss function defined
over a classification loss (of the object classes or background)
and regression loss. The tasks are learned jointly, as in Fast
R-CNN [8].

IV. EXPERIMENTAL SETUP

Dataset: RefineNet and its parameter settings are evaluated
on two datasets, the KITTI object detection benchmark [18] and
a US highway dataset collected using a four perspective setup
collected in our lab [19], [20]. On KITTI, we follow the train-
ing/validation split of [36], resulting in 3682/3799 images re-
spectively. As augmentation, instances are horizontally flipped
which leads to a small improvement in performance. KITTI
object detection benchmark evaluates the detector performance
at 3 different difficulty settings, varying by object properties.
Specifically, “easy” test settings employ objects of height greater
than 40 pixels, no occlusion, and small truncation (up to 15%).
“Moderate” difficulty employs a height of 25 pixels, partial oc-
clusion, and up to 30% truncation. “Hard” difficulty adds upon
to “moderate” to include objects with high occlusion and high
truncation (up to 50%). For analysis on KITTI, we employ the
‘car’ object class, but detection of other object types (e.g. pedes-
trians) is also expected to benefit from the proposed approach
[37]. All models are trained on moderate difficult settings, as
suggested by the KITTI benchmark [38]. A similar experimen-
tal setup is created on the US highway dataset, captured using
four synchronized GoPro cameras (synchronized captured at a
resolution of 2704× 1440, at 12 Hz). The main objective is to
analyze generalization and potential overfitting to the settings
or perspective [39]. The panoramic camera array dataset is de-
signed to analyze surround vehicles and their behavior. Hence,
on this video dataset, we will demonstrate performance im-



362 IEEE TRANSACTIONS ON INTELLIGENT VEHICLES, VOL. 1, NO. 4, DECEMBER 2016

provement on a variety of tasks related to camera-based object
recognition, tracking, and behavior analysis. The dataset con-
tains 400 frames in each view (a total of 1600 frames) and over
4000 vehicles. The instances have also been annotated with oc-
clusion and truncation state to analyze the performance gains
of the RefineNet method against the baseline in a new camera
and scene settings. For the detection tasks, a precision-recall
curve is obtained and the area under the curve (AUC) is used
as a performance measure. As we are concerned with local-
ization quality, we will be varying the IoU overlap threshold,
oth , required for a true positive detection. This type of analy-
sis quantifies localization improvement due to different choices
in the RefineNet approach (hyper parameters and number
of iterations).

Training details: There are a few modifications needed in
order to achieve good performance on KITTI with state-of-the-
art detection networks. The most important one involves training
and testing in multiple scales, as scale variation is a frequent
challenge in on-road settings. As a result, most state-of-the-art
CNN detectors employ an image pyramid. For instance, in [21],
input image is up-sampled by 4× and in [15] by 3×. Upsampling
of the input image helps deal with network architectures which
have a stride of more than 1, thereby losing fine-grained or small
object detail, as well as handle the reduction in resolution due to
pooling layers. These modifications are necessary when going
from a general classification or detection task on ImageNet [35],
to on-road settings such as KITTI or highway driving. The
following parameters are used for the 4-step alternate training
using stochastic gradient descent with momentum. For RPN
training, we set the batch size to 256 instances, and train for
80,000 iterations, with a base learning rate of 0.001, step size
of 60,000, learning rate scale factor of 0.1, momentum of 0.9,
and weight decay of 0.0001. For Fast R-CNN training, most
of the parameters are kept fixed, besides that the batch size
is set to 128 instances, and training is done for 40,000 total
iterations.

Analysis parameters: Throughout the experiments the main
parameters we will vary are detailed below. As most networks
are trained with a fixed scale of 224 × 224 on ImageNet, it is
unable to deal with representing objects with large scale vari-
ation as they appear on the road. We refer to the scale of the
shortest side of the image as s, and show results of RefineNet
using different settings of s. During training, each ground truth
is assigned to the closest scale. During testing, only the top
K2 proposals are selected after passing the top K1 proposals
through a non maximal suppression (NMS) unit (IoU threshold:
0.7). We note that multi-scale detection occurs at each scale
independently, and the results are later joined across scales with
another NMS (IoU threshold: 0.3) to remove duplicate detec-
tion boxes. To analyze localization, we also vary the overlap
threshold required for a true positive detection, oth . We note
that iterative refinement and its impact with these parameters
have not been studied in related research studies. In order to fur-
ther understand the sensitivity of the model settings to iterative
refinement, two types of models are compared, M1 and M2 .
The models vary in terms of the analysis parameter settings, as
detailed in the next section.

TABLE I
AUC AT DIFFERENT OVERLAP THRESHOLD (oth ) AND NUMBER OF

REFINEMENT ITERATIONS (N )

ot h N = 1 N = 2 N = 3 N = 4 N = 5

0.60 90.92 91.97 91.52 91.30 91.23
0.65 86.48 88.34 87.76 87.67 87.61
0.70 78.78 81.26 81.58 81.15 80.73
0.75 65.10 69.63 69.28 69.59 69.20
0.80 43.63 50.06 51.61 51.21 50.86
Runtime1 (sec) 0.20 0.24 0.29 0.34 0.38

Note: Metrics generated on KITTI validation set using the RefineNet
model M 1 .1Using Nvidia GTX Titan X (sec).

V. EXPERIMENTAL ANALYSIS

Our initial experiment employs a RefineNet model which we
refer to as M1 . It is trained with a ZF network on KITTI with
the scales parameter s = {375, 750} for multi-scale training and
testing. This implies training and testing in the original image
scale, as well as twice the original image scale. We follow Faster
R-CNN with 9 anchors at 3 different scales (8,16 and 32) and
3 different aspect ratios (1:1, 1:2 and 2:1). For the first itera-
tion, we use the K1 = 6000 and K2 = 300 boxes into the Fast
R-CNN network. In Table I, we report AUC as a function of
overlap threshold oth and number of refinement iterations. As
the oth increases, we observe more significant improvement due
to the refinement iterations. For instance, when oth is set to 0.7
(the KITTI default), we observe an improvement from 78.78%
up to 81.26% in only one additional refinement iteration. This
significant improvement of 2.48% especially at this high overlap
requirement demonstrates the usefulness of iterative refinement.
This aspect of performance improvement is highly critical to
camera-based vision for autonomous driving, as it will impact
subsequent tasks (including 3D tracking, as will be discussed
later). Adding another refinement iteration often further im-
proves performance, especially when the overlap requirement
is high, but often convergence occurs at N = 2 or N = 3. The
performance is impressive considering that with iterative refine-
ment the performance nearly matches detection with the much
bigger and more computationally intense network, VGG16. At
the same time, RefineNet with ZF runs significantly faster than
VGG16 by nearly an order of magnitude.

RefineNet provides highly localized detection, with no addi-
tional cost during training. Using a smaller network provides
noisier prediction output, yet this is often shown to be resolved
by iterative refinement. Next, we would like to analyze the lim-
its of RefineNet by varying the number of proposals (a main
determining factors in the run-time of R-CNN-based frame-
works), and see how well can it still correctly resolve all ground
truth objects. The results are shown in Table II, where we set
K1 = 1000 and oth = 0.7. We can see how the improvement of
the iterative refinement step is consistent regardless of the num-
ber of proposals used, K2 . Comparing to the results in Table I,
we observe very small reduction in AUC due to using smaller
values of K2 , but the impact on run-time is large. Specifically at
N = 3, run-time reduces from 0.29 seconds per image to 0.22
seconds per image with K2 = 200, while nearly achieving the
same performance.
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TABLE II
AUC AT DIFFERENT NUMBER OF INPUT PROPOSALS (K2 ) AND NUMBER OF

REFINEMENT ITERATIONS (N )

K2 N = 1 N = 2 N = 3 N = 4 N = 5 Runtime(sec)@N=3

200 78.79 81.07 81.25 80.86 80.54 0.22
100 78.83 81.13 81.15 81.02 80.44 0.20
50 78.16 80.66 80.79 80.46 80.00 0.16
25 76.77 78.99 79.06 78.97 78.35 0.15

Note: Metrics generated on KITTI validation set using the RefineNet model M 1 .

TABLE III
AUC AT DIFFERENT NUMBER OF INPUT PROPOSALS (K2 ) AND NUMBER OF

REFINEMENT ITERATIONS (N )

K2 N = 1 N = 2 N = 3 N = 4 N = 5 Runtime(sec) @N=3

200 74.54 80.03 80.69 80.13 78.83 0.20
100 74.79 80.02 80.37 79.41 78.28 0.18

Note: Metrics generated on KITTI validation set using the RefineNet model M 2 .

Another main parameter to study when performing localiza-
tion experiments is the number of anchor boxes in the RPN.
Specifically, we train a RefineNet model (M2) with just one
anchor box (a square with sides of length 67 pixels and cen-
tered at 0, 0). The experiment is meant to measure how well
can RefineNet resolve boxes which are poorly localized (for
further gains in speed). In this experiment, training and testing
is carried out at scales s = {375, 750} as before. In Table III,
we report accuracy and runtime as a function of K2 . K1 = 1000
as in previous experiments. At K2 = 200, runtime reduces to
0.20 seconds with less than 0.9% decrease in AUC. Although,
the decrease in runtime is not significant, the improvement in
AUC from 74.54% to 80.69% is more than 6%. An important
observation here is that decreasing the number of anchor boxes
from 9 in M1 to just 1 in M2 reduces the number of model pa-
rameters, making the model more light-weight. Computational
efficiency and memory are important aspects of on-road vision-
based techniques. While the first iteration (the baseline Faster
R-CNN model) significantly suffers from this reduction (AUC
drops from 78.79% vs 74.54%), RefineNet is able to regain
most of the loss in performance within one or two refinement
iterations.

Comparing VGG16 and ZF: The ZF Net [24] offers fast train-
ing and testing, and so we prefer it for intelligent vehicles ap-
plications and prototyping of new ideas. Nonetheless, we would
like to compare results with the state-of-the-art VGG16 [5] net-
work which is larger and significantly more computationally
intensive. Furthermore, we would like to see if RefineNet can
generalize to other network architectures beyond ZF Net. For
the VGG16 network with the same settings as the previous ex-
periments and an overlap threshold of oth = 0.70, the AUC
for N = 1, 2, 3, 4 is 82.20, 83.87, 83.27, 83.35, respectively.
Hence, we observe iterative refinement to improve VGG16 out-
put as well. More surprisingly, RefineNet with a much smaller
ZF network nearly matches the VGG16 baseline in performance
(81.58% vs. 82.20). To emphasize, the larger VGG16 network

TABLE IV
AUC ACHIEVED BY STATE-OF-THE-ART DETECTORS ON THE KITTI OBJECT

DETECTION BENCHMARK ASTERISK (*)- METHODS EMPLOY THE VGG [5]
NETWORK AS OPPOSED TO THE ZF NETWORK USED IN THIS WORK

Detector AUC Runtime(sec)

Easy Moderate Hard

3DOP* [15] 93.04 88.64 79.10 3
SubCNN* [21] 90.81 89.04 79.27 2
SDP* [16] 90.14 88.85 78.38 0.40
RefineNet (ours) 89.88 79.17 66.38 0.22
Faster R-CNN* [9] 86.71 81.84 71.12 2
3DVP [36] 87.46 75.77 65.38 40
Regionlets [30] 84.75 76.45 59.70 1
SubCat [31] 84.14 75.46 59.71 0.7
OC-DPM [40] 74.94 65.95 53.86 10

runs at a run-time of nearly an order of magnitude slower (a
factor of ×9). Further gains in detection performance of up to
83.87 result from employing RefineNet.

Evaluation on KITTI test set: Our main emphasis in this paper
has been analyzing a novel iterative framework when deep CNN
object detectors are concerned. In the process, we underlined
some of the limitations in current state-of-the-art R-CNN-based
detectors, mostly with sensitivity to the proposal boxes. We
also highlight fast run-time which is more appropriate to the
intelligent vehicles domain. As a final experiment on KITTI,
we perform a comparative discussion by submitting results
to the KITTI evaluation server. We train a RefineNet model
with parameters taken from M1 . This model achieves 89.88%,
79.17%, and 66.38% on the easy, moderate, and hard settings
KITTI benchmark [18], respectively. In Table IV, we compare
AUC at different difficulty settings. First, we note that all
state-of-the-art detectors (including Faster R-CNN) employ the
more powerful but more computationally expensive VGG16 [5]
network. On the other hand, our model is light weight in
memory and run-time, yet reaching state-of-the-art on ‘easy’
settings. Furthermore, the RefineNet model performs nearly at
the same performance level on moderate settings as the Faster
R-CNN model which serves as the closest baseline (not employ-
ing other complementary modifications as in SubCNN [21] and
3DOP [15]). As moderate settings include challenging cases
of higher truncation, occlusion, and small sized objects, the
results are encouraging as RefineNet is an order of magnitude
faster in run-time, and is also significantly faster to train.

Fig. 3 demonstrates the improvement due to the iterative
refinement on a variety of scenes and visual challenges. In
particular, large pose variation, occlusion, truncated, and small
instances are all shown to be better handled by RefineNet com-
pared to the baseline. The figure demonstrates how RefineNet
better captures the true geometry of objects, seen by tighter
boxes and correct object boundary identification, even when an
object is occluded by another object. The improved localization
is crucial for driver assistance applications, where 3D distance is
often estimated using the object location and size in the scene.
Fig. 3 demonstrates cases which still need to be resolved in
future work. These include severe occlusion by other objects
or truncation, where RefineNet may improve but not fully re-
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Fig. 3. Improvement of RefineNet is shown under occlusion, pose variation,
and variation in size. Sample detection boxes generated using RefineNet model
M2 on KITTI validation set. In the image, orange, yellow and color represents
bounding boxes at iterations 1, 2 and 3 respectively. Confidence scores are
shown next to the detection boxes.

cover the correct location of an object. Further modifications
to the proposed framework are needed in order to handle such
challenging cases.

Evaluation on US highway settings: For additional analy-
sis, we test the model trained on KITTI on a multi-perspective
highway video dataset captured in our lab. As KITTI has only

front-view camera in European Urban scenes, this allows evalu-
ating the generalization of the RefineNet framework. As will be
demonstrated, the iterative refinement will show a benefit across
drastic scene variations and camera perspectives. This is crucial
for a robust vehicle detection system for autonomous driving.
For evaluation, we follow KITTI with a 70% overlap threshold
requirement.

Fig. 4 demonstrates a consistent improvement across the
four camera perspectives. Furthermore, Fig. 5 shows signifi-
cant improvement due to refinement across occlusion and trun-
cation levels. As shown in the figure, perspectives with sim-
ilar views to KITTI (front and rear) particularly benefit the
refinement with RefineNet, by up to 5–6% AUC increase. Side
views on the other hand contain appearance variations leading
to aspect ratios which are not found in KITTI. Also, as the
highway dataset is captured with a wide angled settings, there
is more distortion introduced into the appearance of objects.
This is one reason for why the detection performance gains
are smaller on the side perspectives (but still significant). As
aspect ratio statistics are very different, the RefineNet model
often improves localization in one dimensions of the bound-
ing box while somewhat reducing localization in another. Gen-
erally, as side views often contain distortion due to the per-
spective of the camera, further improvements are required for
handling generalization over such cases. This insight provides
an interesting future work to pursue. Example cases are shown
in Fig. 7.

Impact on 2D/3D tracking: We employ the US highway
dataset in order to evaluate impact of detection performance
on a state-of-the-art tracker (MDP [41]). The purpose here is to
demonstrate the usefulness of the proposed RefineNet approach
in generating boxes which are tighter, and are therefore prone to
less errors when tracked. Fixing the tracker, we choose optimal
settings for four detectors, the Deformable Parts Model [29],
SubCat [31], Faster R-CNN [9], and the proposed RefineNet.
We note that Faster R-CNN corresponds to no refinement, and
hence it is the main comparative baseline. As shown in Table V,
RefineNet outperforms all the baselines by a large margin when
tracking the boxes in 2D. The methods are sorted by the MOTA
metric [42]. The results demonstrate how improved localization
results greatly impacts ID switches (improving over all base-
lines), a low number of fragmented trajectories, high mostly
tracked and low mostly lost [43], and highest recall and preci-
sion. This experiment quantifies an important element of Re-
fineNet, in which subsequent vision tasks benefit significantly
from the tighter and re-scored boxes.

Autonomous driving involves accurate 3D localization of
surrounding objects [44], [45]. Hence, in addition to the
improvement in image-plane tracking, we also analyze impact
on 3D tracking and localization. In monocular settings, this can
be done using a projection to a ground plane. The highway video
dataset has been calibrated accordingly so that we can measure
the quality of 3D tracks obtained by different image-based ob-
ject detectors. Objects are first tracked in each perspective in
2D using MDP, and consequently tracked in 3D (ground plane)
using a Kalman filter. Some of the tracking metrics need to be
revised to use a Euclidean distance with the ground truth projec-
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Fig. 4. Performance curves with and without the proposed refinement on the multi-perspective highway dataset. Area under the curve improvement is shown for
each of the perspectives. Evaluation includes partial occlusion and partial truncation instances. (a) Front. (b) Right. (c) Rear. (d) Left.

Fig. 5. Improvement due to the proposed refinement framework for different
evaluation settings of ‘L0’ - no occlusion or truncation, ‘L1’ - partial occlusion
and truncation, ‘L2’ - all instances, including heavy occlusion and truncation.
The precision-recall curves for each evaluation setting are computed over all of
the four perspectives.

tions instead of the 2D overlap. Specifically, the MOTEP metric
[19] reflects quality of 3D localization. Table VI shows the sig-
nificant improvement of iterative refinement on 3D tracking,
and the results are visualized in Fig. 6. The large performance
gains due to refinement demonstrate how much subsequent vi-
sion tasks, such as behavior analysis of surrounding vehicles,
can also benefit from the improvements proposed in this work.
Specifically, the MOTEP metric is reduced from 1.09 to 1.05
due to refinement, and ID switches are reduced from 19 to just
3. The results significantly outperform the DPM and SubCat
results for this task, addressing the question of whether lower
detection quality can be tolerated with a tracker.

Fig. 6 visualizes all of the trajectories in the highway dataset.
Comparing among trackers, we observe longer trajectories
which are more accurately localized in the ground plane. Diffi-
cult scenarios of large movement are shown to be better handled
as well. Tracking cases which are entirely missed by the baseline
detector re-appear with RefineNet. When considering a situation
where activity of surrounding agents needs to be recognized or
predicted, these performance gains are crucial.

VI. CONCLUDING REMARKS

In this paper, we proposed and analyzed an iterative re-
finement framework for deep object detectors. The method is
shown to significantly improve localization accuracy of ve-

TABLE V
COMPARING DIFFERENT DETECTORS, THE DEFORMABLE PARTS MODEL [29],
SUBCAT [31], AND FASTER R-CNN [9], AGAINST THE PROPOSED REFINENET

MODEL FOR TRACKING WITHIN EACH INDIVIDUAL PERSPECTIVE AND

OVERALL ON THE HIGHWAY DATASET

Methods MOTA↑ MOTP↑ IDS↓ Frag↓ MT↑ ML↓ Recall↑ Precision↑

Front Camera
DPM 0.71 0.78 0 0 0.80 0.10 0.81 0.89
SubCat 0.82 0.83 1 1 0.80 0.00 0.83 1.00
Faster R-CNN 0.74 0.83 0 0 0.60 0.10 0.74 1.00
RefineNet (proposed) 0.77 0.84 0 1 0.80 0.10 0.80 0.97

Rear Camera
DPM 0.87 0.80 1 4 0.75 0.00 0.87 1.00
SubCat 0.82 0.85 0 9 0.75 0.00 0.87 0.94
Faster R-CNN 0.87 0.84 3 8 0.75 0.00 0.87 1.00
RefineNet (proposed) 0.88 0.86 0 4 0.75 0.00 0.90 0.98

Left Camera
DPM 0.77 0.80 0 1 0.40 0.40 0.77 1.00
SubCat 0.76 0.77 0 1 0.40 0.20 0.76 1.00
Faster R-CNN 0.87 0.79 0 1 0.80 0.20 0.88 0.99
RefineNet (proposed) 0.82 0.81 0 1 0.80 0.20 0.84 0.98

Right Camera
DPM 0.62 0.82 0 0 0.67 0.33 0.62 1.00
SubCat 0.55 0.83 0 0 0.33 0.33 0.55 1.00
Faster R-CNN 0.48 0.85 0 0 0.00 0.33 0.48 1.00
RefineNet (proposed) 0.62 0.85 0 0 0.00 0.00 0.62 1.00

Overall
DPM 0.79 0.79 1 5 0.69 0.15 0.83 0.95
SubCat 0.81 0.84 1 11 0.65 0.08 0.83 0.97
Faster R-CNN 0.81 0.83 3 9 0.62 0.12 0.81 1.00

RefineNet (proposed) 0.83 0.85 0 6 0.69 0.08 0.84 0.98

TABLE VI
COMPARING DIFFERENT DETECTORS FOR A MULTI-PERSPECTIVE 3D

TRACKING TASK

Methods MOTA↑ MOTEP↓ IDS↓ Frag↓ MT↑ ML↓ Recall↑ Precision↑

DPM [29] 0.42 1.23 3 83 0.38 0.15 0.74 0.70
SubCat [31] 0.64 1.23 5 93 0.46 0.15 0.79 0.85
Faster R-CNN [9] 0.61 1.09 19 76 0.54 0.08 0.80 0.81
RefineNet (proposed) 0.65 1.05 3 66 0.54 0.00 0.83 0.82

hicle detection in a variety of settings, datasets, and cam-
era perspectives. The analysis demonstrated good performance
with fast run-time speed. Specifically, RefineNet runs in about
0.22 seconds per image on images of size 1242 × 375, while al-
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Fig. 6. RefineNet helps 3D tracking. Comparing ground-plane projections, we observe how RefineNet boxes results in less ID switches, longer tracks, and more
accurate localization in the ground plane. Each trajectory is color coded using a random color across the experiments (as track IDs vary), but arrows in (c) are
shown to guide the comparison.

lowing for smaller convolutional neural networks to operate on
similar performance level to very deep and large networks. The
improvement in localization was shown to significantly impact
subsequent vision tasks, including 2D/3D object tracking.

In the future, utilization of scene information [12], [46] in gen-
erating or pruning proposals can further provide increased run-

time speed without sacrificing detection and localization quality.
A refinement module with multi-resolution analysis [47], [48]
can benefit detection of small and challenging instances. The
general idea of iterative refinement can be employed to improve
a variety of vision tasks, from orientation and landmark estima-
tion to activity recognition.
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Fig. 7. RefineNet results on a four-perspective US highway dataset with training on KITTI. In general, vehicles in the front view are better detected
with RefineNet over the baseline, as shown in scenes (a) and (b), while side view vehicles are challenging due to distortion and aspect-ratio variation not
found in KITTI.
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