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Abstract

Understanding intent and relevance of surrounding
agents from video is an essential task for many applications
in robotics and computer vision. The modeling and evalu-
ation of contextual, spatio-temporal situation awareness is
particularly important in the domain of intelligent vehicles,
where a robot is required to smoothly navigate in a complex
environment while also interacting with humans. In this pa-
per, we address these issues by studying the task of on-road
object importance ranking from video. First, human-centric
object importance annotations are employed in order to
analyze the relevance of a variety of multi-modal cues
for the importance prediction task. A deep convolutional
neural network model is used for capturing video-based
contextual spatial and temporal cues of scene type, driving
task, and object properties related to intent. Second, the
proposed importance annotations are used for producing
novel analysis of error types in image-based object de-
tectors. Specifically, we demonstrate how cost-sensitive
training, informed by the object importance annotations,
results in improved detection performance on objects
of higher importance. This insight is essential for an
application where navigation mistakes are safety-critical,
and the quality of automation and human-robot interaction
is key.

Keywords- Spatio-temporal object analysis, vision-based
behavior analysis, intelligent and automated vehicles,
human-centric artificial intelligence, contextual robotics,
driver perception modeling, object detection.

1. Introduction

There is a great need for smarter and safer vehicles [1, 2].
Large resources in both industry and academia have been
allocated for the development of vehicles with a higher
level of autonomy and advancement of human-centric arti-

ficial intelligence (AI) for driver assistance. Understanding,
modeling, and evaluation of situational awareness tasks, in
particular the understanding of the behavior and intent of
agents surrounding a vehicle, is an essential component
in the development of such systems [3, 4, 5, 6]. Human
drivers continuously depend on situation awareness when
making decisions. In particular, the observation that at-
tention given by human drivers to surrounding road oc-
cupants varies based on a task-related, scene-specific, and
object-level cues motivates our study of human-centric ob-
ject recognition.

A model of driver perception of the scene requires rea-
soning over spatio-temporal saliency, agent intent, potential
risk, as well as past and possible future events. For instance,
consider the on-road scene in Fig. 1. Obstacle avoidance
requires robust recognition of all obstacles in the scene, yet
surrounding obstacles are not all equal in terms of relevance
to the driving task and attention required by a driver. Given
the specific scene in Fig. 1, a subset of the road occupants
(remote, occluded, or low-relevance objects) was consis-
tently annotated at a lower importance level by human anno-
tators when considering the driving task. On the other hand,
a pedestrian intending to cross and a cyclist at the ego-lane
were consistently annotated at higher importance levels for
the driving task. The input to the modeling/annotation task
is a video, and the output is a per-frame, object-level impor-
tance score. This level of contextual reasoning is essential
for an intelligent robot required to navigate in the world,
as well as communicate with and understand humans. This
work is concerned with training recognition algorithms that
can perform such complex reasoning. In order to better
understand the aforementioned observations and issues, we
propose to study a notion of on-road object importance, as
measured in a spatio-temporal context of driving a vehicle.
The contributions of our study are as follows.

1.1. Contributions

Modeling object importance: The main contribution
of this work is in the study of which cues are useful for
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Input: Video 
Output: Object  
Importance Ranking 

Figure 1: What makes an object salient in the spatio-temporal context of driving? Given a video, this work aims to rank agents
in the surrounding scene by relevance to the driving task. Furthermore, the notion of importance defined in this work allows
a novel evaluation of vision algorithms and their error types. The importance score (averaged over subjects’ annotations) for
each object are shown, colored from high to moderate to low.

on-road object importance ranking. Specifically, a set of
spatio-temporal object attributes are proposed for capturing
attention, agent intent, and scene context. The analysis is
performed in the context of autonomous driving on KITTI
videos [7], but may also be useful to other application do-
mains in computer vision requiring spatio-temporal analysis
and human perception modeling, including saliency model-
ing [8, 9], robotics [10], and ego-centric vision [11].

Importance-guided performance metrics: The col-
lected dataset is used to produce new evaluation insights for
vision tasks. In particular, the annotations are used to high-
light dataset bias in object detection for autonomous driv-
ing. As highly important objects are rare, we experimen-
tally demonstrate existing training and testing procedures
to be biased towards certain object characteristics, thereby
hindering insights from comparative analysis. Furthermore,
the object importance annotations are used to train cost-
sensitive, attention-aware object detection models. The pro-
posed importance-guided training procedure is shown to re-
sult in models which produce less errors when objects of
higher importance are concerned - a useful insight for the
safety-critical application considered in this study.

2. Motivation and Related Research Studies
Importance analysis: Importance ranking essentially

involves modeling context. Capturing spatial image con-
text has been heavily studied [12, 13]. Berg et al. [14]
measure object-level importance in an image by the like-
lihood of the object to be mentioned by a person describ-
ing it. Temporal context implies movement modeling [15],
understanding of what an agent can do, intends to do, or
how multiple agents may interact [16]. Lee et al. [17] stud-
ies object importance regression in long-term ego-centric
videos using gaze, hand-object interaction, and occurrence
frequency cues, but no human importance annotations are

employed. Mathialagan et al. [18] performs single image
importance prediction of people with linear regression over
pose, occlusion, and distance features. On the other hand,
we pursue spatio-temporal importance ranking as it relates
to a perceived driving environment by a driver. The task of
on-road object importance modeling may also be somewhat
correlated with general visual saliency [8, 19], but the latter
is often not studied for a driving task.

Human-centric evaluation: It is known that driver ex-
perience level (usually measured in years) significantly im-
pacts safe driving partly due to improved identification and
prediction of other road occupants’ intentions [2]. As com-
puter vision datasets become more realistic and complex,
one way to evaluate such prior knowledge and complex
modeling of spatio-temporal events (involving object recog-
nition, scene context modeling, etc.) is using the proposed
set of importance metrics (similar metrics have been de-
vised for other machine learning and vision tasks, such
as object segmentation and image captioning [20, 21]).
Human-centric metrics provide a rich tool for understanding
the human in the loop, from modeling human drivers in gen-
eral to a specific driver perception and style, and is of great
use to development effective driver assistance and human-
computer cooperation. Conveying intents by autonomous
driving vehicles to other road occupants is also an important
task relevant to our study, as it may require understanding
of how humans perceive a scene.

Importance metrics for on-road object detection: We
employ the importance annotations in order to perform a
finer-grained evaluation of object detection. At a high level,
two object detectors may potentially have similar detection
performance while differing in ability to detect important
objects. A dataset bias could further hinder such an in-
sight. Algorithms for visual recognition of objects has seen
tremendous progress in recent years, most notably on the
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Figure 2: This study is motivated by the fact that not all ob-
jects are equally relevant to the driving task. As shown in
example frames from the dataset with overlaid object-level
importance score (averaged over subjects), drivers’ atten-
tion to road occupants varies based on task-related, scene-
specific, and object-level cues.

ILSVRC [22, 23, 24], PASCAL [25, 26], Caltech [27], and
KITTI datasets [28], yet low cost, camera-based object de-
tection with low false positives over many hours of video in
a wide variety of possible environmental conditions is still
not solved. Therefore, better understanding and evaluation
of the limitations of state-of-the-art object detection algo-
rithms is essential. We believe current metrics employed for
generic object detection are limited for the study of on-road
object detection as detailed below. We emphasize that this
study is not concerned with ethical issues in autonomous
driving, but instead with deeper understanding of require-
ments and limitations for safe navigation and human-centric
AI on an object detection and classification level.

Are all objects equal? It may not be surprising that the
answer is no, even in existing evaluation protocols for ob-
ject detection. Some objects posing certain visual chal-
lenges are notoriously more difficult to detect than others.
Objects of small size, heavy occlusion, or large truncation
are partially or entirely excluded from existing evaluation
(and training) on PASCAL, Caltech, and KITTI. Yet in the

Figure 3: The interface used to obtain object-level impor-
tance ranking annotations. The cyclist is highlighted as it is
the currently queried object to annotate, colored boxes have
already been annotated with an importance level by the an-
notator, and blue boxes are to be annotated.

context of driving, such instances may be the most relevant
under safety-critical events! Existing evaluation metrics are
often inconsistent regarding these visual challenges, and re-
flect a certain bias [29, 30, 31, 32] where importance is
measured differently from in the driving domain. We ex-
perimentally demonstrate the impact of such bias in evalua-
tion on KITTI (Section 5). Furthermore, importance-based
metrics normalize evaluation curves differently than ones
based on object appearance properties (properties which
may be distributed differently across datasets), and so it
has the potential of offering complementary insights. For
instance, consider scenarios of dense scenes with tens of
road occupants that are heavily occluded or are across a bar-
rier (e.g. highway settings). As annotation of such scenes
is challenging and evaluation of objects across a barrier
may not be necessary for development and evaluation of al-
gorithmic recognition performance, the importance-centric
framework only consider a handful of agents which are of
higher importance. As large numbers of objects in KITTI
(Fig. 2) were generally annotated at low relevance to the
driving task, the proposed annotations could be used to pro-
vide deeper understanding of existing object detectors in a
domain where errors are costly and the type of errors made
should well understood. It will be shown in Section 5 that
training detectors without a notion of importance can have
a biasing effect on the output of the detector itself. Our ap-
proach is also biologically plausible, as human drivers do
not generally pay attention to all objects in the scene (Fig.
2), but are skillful at recognition and analysis of only a sub-
set of relevant objects. On the other hand, vision algorithms
are evaluated on a large portion of low importance vehicle
samples, which may skew analysis and insights.

3. Dataset and Annotations
The KITTI dataset [28, 7] was chosen due to richness of

object-level annotation and sensor data. As video data is
essential for the notion of importance, we utilize a subset of
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Figure 4: A cumulative histogram obtained by varying the disagreement requirement ( standard deviation among subject
labels), until 100% of the data is included. While disagreement exists, a subset of highly important and highly non-important
objects shows consistency (see Sec. 3 for discussion).

the raw data recordings with the provided 3D annotations of
pedestrians, cyclists, and vehicles. The annotations include
bird’s eye view orientation and tracklet IDs. The dataset
contains synchronized GPS, LIDAR, and vehicle dynamics,
useful for studying the dynamics of a variety of cues as they
relate to perceived object importance.

Importance annotations: Experiments were done in
a driving simulator with KITTI videos shown on a large
screen using the interface in Fig. 3. Subjects watched each
short video twice, and every 10th frame was annotated by
querying for an integer between 1-3 (1 being high and 3 be-
ing low importance). Subjects were asked to imagine driv-
ing under similar situations, and mark objects by the level of
attention and relevance they would’ve given the object un-
der real driving. Three levels were chosen for simplifying
the annotation process - two levels of importance (yes or no)
is too restrictive as there is no way of handling ambiguous
cases. On the other hand, a continuous ranking score may
have been used, but such a task may lead to a large confu-
sion among subjects and for guessing, which we aimed to
reduce.

Although subjective in nature, the task of importance
ranking is performed by all drivers every day. Out of a to-
tal of 18 subject, high correlation between subject driving
experience, age, and annotation output was demonstrated.
Interestingly, the annotation task resulted in a clear relation-
ship between annotation output and subject driving experi-
ence (measured in years). For the interested reader, sub-
ject analysis can be found in the Appendix 9. Consistency
analysis (Fig. 4) of the annotators output demonstrates that
many instances in the low importance class have high agree-
ment among the subjects. On the other hand, the moderate
and high importance classes contain higher variation.

The overall dataset used in the experiments contains
17,635 object annotations, including 15,057 vehicles (cars,
vans, and trucks), 1,452 pedestrians, and 562 cyclists. In the
existing metrics on KITTI for object detection, test samples
are categorized into three levels of difficulty based on object
properties of height, occlusion, and truncation. ‘Easy’ test
settings include non-occluded samples with height above
40 pixels and truncation under 15%, ‘moderate’ settings in-
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Figure 5: Object statistics corresponding to three classes of
object importance in the dataset.

clude partially-occluded samples with height above 25 pix-
els and truncation under 30%, and ‘hard’ settings include
heavy occlusion samples with height above 25 pixels and
truncation under 50%. In the same spirit, we introduce three
importance classes by taking the median vote among sub-
jects for each object instance, from high, moderate, to low
importance. Out of the totals, there were high/moderate/low
importance 293/2159/12,605 vehicles, 143/524/785 pedes-
trians, and 267/147/148 cyclists. Subjects reported a variety
of reasons for importance annotations, from the existence
of a barrier in traffic, head orientation cues for pedestrians
(also studied in [33, 34, 35]), and spatio-temporal relation-
ships between different objects. The annotations and code
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Figure 6: Distribution of object positions in top-down view (a)-(c) and image plane (d)-(e). Each instance is colored according
to average importance ranking, from high to moderate to low importance.

will be made publicly available. In addition to the three im-
portance class, regression of the average importance score
will also be studied.

Dataset properties: The dataset statistics are depicted
in Fig. 5. When analyzing highly important objects, these
are shown to be non-occluded samples within 40 meters or
less of the ego-vehicle. Most vehicles are categorized as
moderate or low importance, which is to be expected as
KITTI contains many parked and stationary vehicles. Trun-
cation percentage statistics binned to a histogram are ap-
proximately evenly distributed. Fig. 6(a-c) demonstrates
that objects in the proximity of the vehicle may have any
level of importance annotation, suggesting other cues be-
sides position alone are necessary for the importance rank-
ing task. In the image plane, Fig. 6(e) demonstrates the
distribution of the position in the image plane for high im-
portance objects.

4. Object Importance Model

In this section, we formulate the object importance mod-
els which will provide insights into what causes some ob-
jects to be perceived as more important than others. To that
end, we propose two types of models, differing by the type
of features employed for scoring an object instance impor-
tance level. All model weights are learned using a logistic
regression model.

4.1. Object attributes model, Mattributes

KITTI provides several high quality object-level at-
tributes extracted from ground truth information and multi-
modal sensor data. The attributes allow for an explicit anal-
ysis of the relationship between different object properties
and importance ranking. For an instance s and class impor-
tance c, we train the following prediction model,

Mattributes(s) = wT
c,2D−objφ2D−obj(s)+

wT
c,3D−objφ3D−obj(s) + wT

c,egoφego(s)+

wT
c,temporalφtemporal(s)

(1)

where the features used in theMattributes model are defined
below.

2D object features: For each sample, the 3D object box
annotation is projected to the image plane for obtaining a
set of 2D object properties. The φ2D−obj ∈ R4 features
are the concatenation of the height in pixels, aspect ratio,
occlusion state (either none, partial, and heavy occlusion)
and truncation percentage.

3D object features: As shown in Fig. 6, distance from
the ego-vehicle is correlated with annotated importance lev-
els. Other 3D object properties, such as orientation, may
provide hints as to what an on-road occupant is doing or
intends to do. The φ3D−obj ∈ R6 features are composed
of the left-right (lateral) and forward-backward (longitu-
dinal) range coordinates (x, z) given by the LIDAR, Eu-
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clidean distance from the ego-vehicle, orientation in bird’s
eye view, and object velocity components, |V | and ∠V .

Ego-vehicle features: Ego-vehicle parameters can be
used in order to capture contextual settings relevant to the
importance ranking task. For instance, if the ego-vehicle
is traveling at low speeds, the surrounding radius in which
objects may be considered relevant decreases. For that rea-
son, ego-vehicle speed information is displayed during the
annotation process as shown in Fig. 3. Hence, the attribute
model includes ego-vehicle velocity magnitude and orien-
tation features, φego = [ego|V |, ego∠V ].

Temporal attributes: The total aforementioned 2D ob-
ject, 3D object, and ego-vehicle features can be used to
represent an object and certain contextual information in a
given frame. Nonetheless, the temporal evolution of such
properties may also provide useful information in represent-
ing past, present, and potential future actions, and conse-
quently impact importance ranking. This assumption is cap-
tured in φtemporal, which is computed using the aforemen-
tioned object and ego-vehicle attributes but over a past time
window. Specifically, φtemporal is obtained by concatenat-
ing the attributes over the time window. In addition, we
add the values after a max-pooling operation over the time
window, as well as the Discrete Cosine Transform (DCT)
coefficients [15].

We note that Mattributes, while utilizing the extensive
KITTI multi-modal data and annotations, is not intended
to be exhaustive. Additional attributes can potentially be
considered, such as object-object relationships attributes,
object-lane relationship attributes, as well as scene-type
attributes (although these are not currently provided with
KITTI and will need to be extracted/annotated). The objec-
tive of Mattributes is in gaining explicit insight into the role
of object attributes which are known to contain little noise
on importance ranking. Furthermore, Mattributes is of use
when comparing to a visual, video-only importance predic-
tion model, which will be presented next. For instance,
limitations in the visual prediction model will be analyzed
using Mattributes. On the other hand, the visual model
can implicitly encode attributes missing from Mattributes,
such as spatial relationships among objects, scene types,
and more.

4.2. Visual prediction model, Mvisual

Our main task is the visual prediction of object impor-
tance. Given a 2D bounding box annotation, Mvisual learns
a mapping from an image region to an importance class us-
ing

Mvisual(s) = wT
c,objφobj(s) + wT

c,spatialφspatial(s)+

wT
c,temporalφtemporal(s)

(2)

where the feature components of the visual prediction
model are defined next.

Object visual features: For φobj ∈ R4096 features, we
employ the activations of the last fully connected layer of
the OxfordNet (VGG-16) [36] convolutional network. The
network was pre-trained on the ImageNet dataset [23] and
fine-tuned on KITTI using Caffe [37].

Spatial context features: In order to capture spatial con-
text, such as relationship with other objects in the scene,
lane information, scene type information, or better capture
object properties (e.g. occlusion, truncation, orientation),
each object instance is padded by a factor of×1.75 for gen-
erating φspatial ∈ R4096.

Temporal context features: Similarly to in Mattributes,
we hypothesize the human annotators reason over spatio-
temporal cues in the videos shown to them when determin-
ing object relevance to a driving task. In order to test the
hypothesis and provide insights into the importance ranking
task, the per-frame visual descriptors, φobj and φspatial, are
employed for computing a φtemporal component. Specif-
ically, given an object tracklet with 2D box positions and
a temporal window, the previous object and spatial context
features are computed over a time window, concatenated,
and max-pooled.

5. Importance Metrics for Object Detection
As described in Section 2, there are potential issues with

applying traditional object detection metrics to on-road ob-
ject detection analysis. In addition to the importance rank-
ing task described in Sections 4.1 and 4.2, we provide fur-
ther insights into the proposed importance dataset by study-
ing the importance annotations in the context of object de-
tection. Specifically, we study the usefulness of importance-
based metrics in evaluating object detectors. For instance,
as the majority of vehicles in KITTI were consistently
ranked with lower importance to the immediate driving task,
the rarity of objects of higher importance may result in a
bias both in training and evaluation. First, training may
rather emphasize visual attributes found in the most com-
mon objects. Second, evaluation using traditional metrics
may not reveal such a bias. In order to demonstrate this
phenomenon and motivated by work on specializing convo-
lutional networks (ConvNets) [38], we train object detectors
which are specialized at detecting objects of higher impor-
tance.

The experiments employ the Faster R-CNN framework
[39] with two training procedures, one importance-agnostic
and one importance-guided. Following Fast R-CNN [40],
the framework trains a network with two sibling output lay-
ers. The first output layer predicts a discrete probability
distribution per each image region, p = (p0, . . . , pK) over
K + 1 object categories, using a softmax over the K + 1
outputs of a fully connected layer. The second layer out-
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Model mAP (%) MAE MAEγ=2.25

Mvisual(φobj) 51.06 0.2648 0.5392
Mvisual(φobj + φspatial) 55.53 0.2611 0.5007
Mvisual(φobj + φtemporal) 53.30 0.2507 0.4765

Mvisual(φobj + φspatial + φtemporal) 56.34 0.2447 0.4625
Mattributes (without φtemporal) 53.70 0.2440 0.3853
Mattributes (with φtemporal) 60.35 0.2148 0.2914

Table 1: Summary of the classification experiments using the two proposed importance prediction models.

puts bounding-box regression offsets for the 4 coordinates
of the image region. For each training region labeled with
a ground-truth class u and a ground-truth bounding-box re-
gression target v, we use the following multi-task loss

L(p, u, γ, tu, v) = LIGcls(p, u, γ) + λloc[u ≥ 1]Lloc(t
u, v)

(3)
such that LIGcls(p, u, γ) = −αγ log pu is the log loss for true
class u. The weight factor αγ is added, defined as

αγ =

{
λ γ ≤ 2.25

1/λ otherwise (4)

to allow cost-sensitive importance-guided training,
where γ is the average importance score of the current sam-
ple. The cost-sensitive training allows steering the objec-
tive function optimization by increasing mis-classification
penalty on objects with higher importance. The second task
loss, Lloc, is the sum of the smooth L1 loss function over
the 4 box coordinates as defined in [40]. Lloc is computed
for samples of non-background class ([u ≥ 1]) only. In
the experiments, we set λloc = 1 and λ = 10. We note
that setting α = 1 for all γ results in the commonly used,
importance-agnostic training procedure.

6. Experimental Evaluation
6.1. Importance Prediction Models

A total of 8 videos is employed in the experiments, with
a 2-fold validation split. Results using the two importance
models are shown in Table 1. In each experiment, classifi-
cation is done for each importance class, a Precision-Recall
(PR) curve is calculated, and the area under the curve (AP)
is averaged (mAP) over the classes for an overall perfor-
mance summary, so that higher mAP value implies better
classification performance. For a second evaluation met-
ric, we regress the average importance score for each ob-
ject instance and compute the mean absolute error (MAE).
Due to the large imbalance in the distribution of the impor-
tance scores, we show overall MAE on all samples as well
as MAEγ which is computed over a subset of samples with
an average importance score less than or equal to γ. Set-
ting γ = 2.25 allows for computing the MAE only on ob-
jects of higher importance, excluding objects considered of

lower importance (with average importance score of more
than 2.25).

Evaluation of Mattributes: Table 1 shows the perfor-
mance of the attributes-based model. We note that for the
experiments in Table 1, training and evaluation is done in
an object class agnostic manner, only considering the im-
portance class/score of samples. We note that due to the
high-level features used in Mattributes, it should be consid-
ered as a strong baseline, achieving mAP of 53.70% and
60.35% without and with temporal features extraction, re-
spectively. Temporal features are shown to be essential for
both importance classification and regression of objects of
higher importance. As shown in Fig. 7, a past time window
of up to 2.7 seconds is shown to contain beneficial informa-
tion for importance classification with Mattributes, while
performance saturates for Mvisual with a ∼2 seconds win-
dow.

Next, we further analyze the impact of different com-
ponents in Mattributes in order to better understand what
makes an on-road object important. Fig. 8 depicts the rela-
tionship between individual attributes and importance pre-
diction. Performance using the combination of all of the ob-
ject attributes is shown as ‘comb’, which provides the best
importance ranking results. Analysis is shown for each ob-
ject category separately, as well as for training a single im-
portance prediction model over all object types in an object
class agnostic manner. Highest mAP for importance classi-
fication of vehicles is achieved using the object attributes of
occlusion, aspect ratio, orientation, and height in the image
plane. Because occlusion by another object often implies
lower relevance to the driving task, occlusion state is shown
to be a particularly useful cue. Similarly, orientation and as-
pect ratio may capture traffic flow direction and planned fu-
ture actions. Ego-vehicle velocity magnitude is also shown
to have high relationship with importance ranking, serving
as a frame-level contextual cue. For the pedestrian object
class, high impact attributes are also the distance and posi-
tion in 3D. The cyclist object class follows similar trends,
yet reliable conclusions are more difficult to draw as it con-
tains a small number of samples.

Fig. 7(b) isolates the benefit that each individual attribute
provides as the time window for the feature computation in-

7



Temporal Window (sec)
0 1 2 3

m
A

P

50

55

60

65
M

attributes

M
visual

Temporal Window (sec)
0 1 2 3

m
A

P

35

40

45

50

55
height
aspect
trunc
occ
x
z
dist
ori
|V|

 V
ego |V|
ego  V

(a) (b)

Figure 7: Cue analysis with the importance models. (a)
Classification accuracy when varying the time window used
for computing φtemporal in both models. (b) Classification
accuracy with each of the attributes in Mattributes with an
increasing temporal window used for a temporal feature ex-
traction.

creases. Results are shown when considering an object class
agnostic model. Fig. 7(b) highlights the importance of tem-
poral feature extraction for several high-level semantic cues,
including past occlusion and truncation, distance change
from the ego-vehicle, lateral movement, and object size in
the image plane. Certain attributes, such as ego-vehicle pa-
rameters, are shown to benefit from a larger past temporal
window. This is to be expected, as ego-vehicle informa-
tion serves as a general frame-level contextual cue. Fig. 10
shows the PR curves used to compute the final performance
summary in Table 1. Fig. 10 demonstrates the significant
impact of temporal attribute cues in classifying importance
class for different object types, improving classification per-
formance in almost every case. The smaller, cyclist object
class contains large annotation inconsistencies, in particu-
lar within the moderate importance class, leading to poor
performance for all of the importance prediction models. A
larger dataset could resolve such issues. Furthermore, addi-
tional insights may be gained by subject-specific modeling
and evaluation, which is left for future work.

Evaluation of Mvisual: Table 1 shows the performance
summary of different components in the visual importance
prediction model. Contrasting with Mattributes, simply us-
ing the object region features φobj results in a reduction of
2.64% mAP points to 51.06% mAP. This is expected, as
Mattributes employs clean annotation and other sensor data.
The MAE in prediction average importance score also suf-
fers, in particular on objects of higher importance. Addition
of the spatial context component, φspatial, results in a large
performance improvement of 4.47% mAP points, as well as
a noticeable reduction in MAEγ. The analysis demonstrates
the importance of contextual information in modeling ob-
ject importance. We’ve also experimented with schemes of
feature extraction from the entire image for capturing scene
information, but no additional benefit was shown.

As with Mattributes, incorporation of a temporal feature
extraction component, φtemporal, to Mvisual results in a
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Figure 8: Object importance classification results using
each attribute in Mattributes separately, as well as with a
combination of all attributes (‘comb’). Results are shown
for training and evaluation on each object class separately,
as well as in an object class agnostic manner (‘All’). No
temporal feature extraction is used in these experiments.
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Figure 9: Regressing each attribute using various feature
combinations in Mvisual and consequently using the at-
tribute for importance class classification allows for explicit
analysis of the limitations of Mvisual.

further performance improvement, although to a lesser ex-
tent (56.34% mAP). As shown in Fig. 7, the improvement
plateaus beyond a∼2 seconds past window. When compar-
ing performance among the two models, both in classifica-
tion and regression, the Mvisual model is significantly out-
performed byMattributes (in particular on objects of higher
importance). The results in Table 1 motivate further study
of models suitable for capturing spatio-temporal visual cues
[41, 42, 43, 44], which can be a future study.

Limitation analysis of Mvisual: Comparing the visual-
only ranking against the strong baseline Mattributes of ob-
ject attributes reveals insights as to the current limitations
in representing object properties with the VGG network.
This motivates an explicit limitation study, as shown in Fig.
9. In this experiment, the VGG network is used to regress
each object attribute in Mattributes, and consequently the
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Figure 10: For each object class (rows) and object importance level (columns), we show performance precision-recall curves
when employing different models and cue types. For the attributes model (Ma), performance without and with temporal
features is shown as ‘s’ and ‘st’, respectively. Similarly, for the visual model (Mv) performance with φobj , φobj + φspatial,
and φobj + φspatial + φtemporal is shown as ‘o’, ‘os’, and ‘ost’, respectively. In parenthesis is the area under the curve.

regressed value is used for importance ranking instead of
the original value from Mattributes. The experiment is re-
peated for different feature combinations in Mvisual, pro-
viding insight into the benefit that different features provide
and assist in explaining the current limitations in Mvisual.
Fig. 9 demonstrates that while some object attributes as they
relate to object importance are predicted well (such as oc-
clusion state), others (such as orientation, object velocity, or

truncation) are lacking. The incorporation of the spatial and
temporal context features significantly improves the ability
to capture object state, in particular object occlusion state,
range, and orientation. On the other hand, explicit regres-
sion of object velocity, ego-vehicle parameters, or trunca-
tion value is challenging.
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6.2. Importance-Guided Object Detection

In the detection experiments, we follow the KITTI eval-
uation protocol of correct detection at 0.7 overlap for vehi-
cles, and 0.5 for pedestrians and cyclists. All models are
first fine-tuned for object detection on KITTI using the pub-
licly available detection benchmark, but excluding frames
from videos used in the importance experiments. Next,
for each fold in the 2-fold cross validation, we fine-tune
faster R-CNN (FRCN) [39] in an importance-agnostic man-
ner and importance-guided manner, as described in Section
5. Results are shown in Table 2 for both the ZF [45] and the
VGG [36] network architectures. Table 2 depicts the com-
plementary relationship between the proposed set of impor-
tance metrics and traditional test settings (defined in Sec-
tion 3). For instance, AP values differ among the easy/hard
test settings when comparing to high/low importance test
settings. In particular, as the low importance class isolates
many instances with challenging settings of larger occlu-
sion and smaller height, it exhibits the lowest performance
across all metrics. Another observation is the impact of
importance-guided training, in particular when performance
is measured with importance-based metrics. For instance,
importance-guided training with ZF results in a significant
6.11% AP improvement in detection of objects of the high
importance class, while such an improvement is not visible
in traditional metrics based on object height, occlusion, or
truncation. This is due to a dataset bias, as most vehicles
in the dataset are of lower importance ranking. A similar
observation holds for results using VGG, but to a lesser ex-
tent as the larger and deeper VGG model is better at general
object detection.

When analyzing results on KITTI, we observed a large
number of false positives occurring for both the ZF and
VGG models on objects of small height. In addition to the
challenge in detecting small objects, we also observed inac-
curate annotations in KITTI on small objects. Furthermore,
the importance-guided training may be simply emphasiz-
ing large objects which are generally of higher importance.
Therefore, Table 2 shows results on objects of 25 pixels
and up (as proposed by KITTI), as well as on objects of
40 pixels and up. The latter corresponds to varying only oc-
clusion/truncation in the ‘moderate’ and ‘hard’ traditional
test settings. Comparing the two test settings on objects of
40 pixels and up, we can see that while importance-guided
training indeed emphasizes correct detection on larger ob-
jects, the importance-based metrics are still able to capture
complementary insights to the importance-agnostic metrics.
For the pedestrian object class, there is a stronger correla-
tion between the two types of metrics due to a higher pro-
portion of high and moderate importance classes samples.
Nonetheless, the general trends of improved performance
due to importance-guided training still hold. Due to the
small number of cyclists, only the vehicles and pedestrian

categories are analyzed. The results demonstrate the feasi-
bility of the proposed metrics both for the training and test-
ing of vision tasks, in particular object detection. We note
that as mentioned in [46], training task-specific ConvNets
(e.g. for occlusion) does not necessarily result in improve-
ment (and may even reduce overall detection performance).
As shown in Table 2, this is not the case with importance
classes.

7. Concluding Remarks

This paper studies object recognition under a notion of
importance, as measured in a spatio-temporal context of
driving a vehicle. Given a driving video, our main research
aim was to model which of the surrounding vehicles are
most important to the immediate driving task. Employing
human-centric annotations allowed for gaining insights as
to how drivers perceive different on-road objects. Although
perception of surrounding agents is influenced by previous
experience and driving style, we demonstrated a consistent
human-centric framework for importance ranking. Exten-
sive experiments showed a wide range of spatio-temporal
cues to be essential when modeling object-level impor-
tance. Furthermore, the importance annotations proved use-
ful when evaluating vision algorithms designed for on-road
applications and autonomous driving. Future work includes
studying the relationship between gaze dynamics, saliency,
and object importance ranking. Furthermore, the dataset
can be used in order to study subject-specific modeling
which is relevant to cooperative driving and control tran-
sitions [42, 47, 48, 1]. Further investigation of the cost-
sensitive training procedure [49, 50, 43] may lead to addi-
tional insights in the future. Appropriate temporal metrics,
such as how quickly an object was classified as important
in the video, can also be useful for comparing methods in
importance prediction. Cross-dataset generalization and an-
notations on additional datasets [51, 52, 53] can provide fur-
ther understanding into models and evaluations for impor-
tance prediction. Ideally, annotation of additional datasets
can be done more efficiently by employing lessons learned
from this work. Evaluation of the sensitivity of the im-
portance models on different times of day, night, weather
condition, and diverse traffic scenes are also important next
steps. We hope that this study will motivate further devel-
opments in spatio-temporal object detection and importance
modeling, essential for real-world video applications.
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Traditional Test Settings Importance Test Settings
Method Easy Mod. Hard High High+Mod. Low
FRCN-ZF 89.26 79.70 64.96 66.89 82.80 58.85
FRCN-ZF-IG 91.09 80.86 66.18 73.00 87.19 59.90
∆AP +1.83 +1.16 +1.22 +6.11 +4.39 +1.05
FRCN-VGG 95.63 88.98 74.65 81.73 91.60 69.54
FRCN-VGG-IG 94.54 88.71 74.01 85.13 91.67 69.09
∆AP -1.09 -0.27 -0.64 +3.40 +0.07 -0.45

(a) Vehicle, height 25 pixels and up

Traditional Test Settings Importance Test Settings
Method Easy Mod. Hard High High+Mod. Low
FRCN-ZF 89.26 85.69 72.68 71.27 84.46 65.11
FRCN-ZF-IG 91.09 86.74 73.75 76.01 87.59 65.88
∆AP +1.83 +1.05 +1.07 +4.74 +3.13 +0.77
FRCN-VGG 95.63 92.74 80.90 85.56 92.29 74.53
FRCN-VGG-IG 94.54 91.70 79.56 86.73 91.44 73.40
∆AP -1.09 -1.04 -1.34 +1.17 -0.85 -1.13

(b) Vehicle, height 40 pixels and up

Traditional Test Settings Importance Test Settings
Method Easy Mod. Hard High High+Mod. Low
FRCN-ZF 50.30 45.66 42.91 21.88 30.45 35.03
FRCN-ZF-IG 62.43 57.07 51.97 34.29 47.15 37.67
∆AP +12.13 +11.41 +9.06 +12.41 +16.70 +2.64
FRCN-VGG 66.71 61.23 57.96 22.48 44.91 48.67
FRCN-VGG-IG 70.67 64.81 59.47 33.01 53.76 43.53
∆AP +3.96 +3.58 +1.51 +10.53 +8.85 -5.14

(c) Pedestrian, height 25 pixels and up

Traditional Test Settings Importance Test Settings
Method Easy Mod. Hard High High+Mod. Low
FRCN-ZF 50.30 47.59 44.75 22.57 32.13 36.45
FRCN-ZF-IG 62.43 58.12 52.98 34.61 48.13 38.39
∆AP +12.13 +10.53 +8.23 +12.04 +16.00 +1.94
FRCN-VGG 66.71 63.09 59.74 16.81 47.18 49.91
FRCN-VGG-IG 70.67 67.23 61.80 27.19 56.61 45.46
∆AP +3.96 +4.14 +2.06 +10.38 +9.43 -4.45

(d) Pedestrian, height 40 pixels and up

Table 2: Evaluation of object detection (AP) using the proposed set of importance metrics and the Faster-RCNN framework
(FRCN) [39]. ‘IG’ refers to importance-guided fine-tuning, where correct classification of samples with higher importance
annotations is weighted heavier in the training loss.
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Figure 11: Relationship between importance level (grouped by columns) and subject personal information (grouped by rows).
Each subject has been assigned a unique color, and is represented in each figure by a dot. From top row: (1) driving experience
in years, (2) age in years, (3) frequency of driving, either 1-rarely, less than once a month, 2-occasionally, about once a
week, 3-frequently, more than three times a week, (4) gender 1-male, 2-female, (5) rating of driving skill, 2-intermediate,
3-advanced. We observed a strong relationship between experience in years and importance ranking annotations.
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